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1 Introduction

We aim to develop an AI tutor focused on multiple-
choice question-answering for EPFL courses. We
will explore both LLaMA-based and DeepSeek-
based models, assessing their efficacy through com-
plex reasoning benchmarks. Our approach includes
DPO-driven fine-tuning for smaller models and
LoRA-based tuning for larger ones. We plan to
utilize RAG with Vector and Graph-based query
engines and exploit SmoothQuant quantization for
efficiency improvements.

2 Data

The initial dataset comprises approximately 30K
aggregated data points annotated by MNLP stu-
dents, which serve as the primary training data for
DPO. We will preprocess this dataset to extract
only high-quality data points. These are defined as
entries with different explanations where at least
one is correct. Specifically, we will filter out data
points that have an empty correctness field or where
four or more relevant fields are filled with the an-
swer “AB.", ensuring that we filter out ambiguous,
incorrect or very similar pairs.

Our focus is to specialize the model for Com-
puter Science, Machine Learning, and Physics
courses. Thus, we intend to augment our dataset
with problem-solution pairs relevant to these disci-
plines. For Computer Science, we will utilize a pub-
licly available Kaggle dataset (Mateen, 2023), in-
cluding question-answer pairs from 150 subtopics.

Additionally, the TheoremQA dataset (Chen
et al., 2023) offers 800 QA pairs annotated by ex-
perts, covering over 350 theorems across Math-
ematics, Computer Science, and Physics. This
dataset’s high-quality annotations could be particu-
larly beneficial for training our model to compre-
hend and apply theorems effectively when answer-
ing numerical questions.

For theoretical physics, we plan to incorporate

the CAMEL AI Physics Questions dataset (Li et al.,
2023), which contains 20K problem-solution pairs
from 25 physics topics generated using GPT-4.
We will also utilize the CAMEL AI Math dataset,
which includes math questions accompanied by
correct answers and explanations to improve math-
ematical reasoning.

As our approach requires preference pairs for
data to apply to DPO, we propose two methods
to automatically annotate a large set of preference
pairs across the selected datasets. Initially, we will
employ our most effective prompting strategy from
milestone 1 to generate two independent answers
of comparable quality for each question within the
datasets. Our confidence in this strategy stems from
observations made during annotation, where it con-
sistently yielded two comparable high-quality re-
sponses. To determine which response is superior,
we will re-apply ChatGPT (Gilardi et al., 2023)
by prompting it to assess the correctness and com-
pleteness of the answers relative to the dataset’s
reference solutions. We employ a few-shot learn-
ing approach, leveraging examples that we have
previously manually annotated, to further ensure
the quality of the labels. Additionally, we plan to
explore a RoBERTa-based approach as described
in appendix A.

3 Methodology

3.1 Generator Model

We plan to fine-tune and evaluate three models:
DeepSeekMath-7B (Shao et al., 2024) A

mathematics-specialized model, pre-trained using
a variety of mathematical resources.

Llama3-(8B, 70B) (Touvron et al., 2023) A
series of language models trained across diverse
domains recognized as the best-performing open-
source options.

Although Llama3-8B consistently outperforms
other open-source models, DeepSeekMath-7B ex-
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cels in mathematics, rivaling the performance of
Llama3-70B. Moreover, recent studies suggest that
LLMs derived from models pre-trained on mathe-
matics or coding tasks demonstrate enhanced rea-
soning capabilities (Shao et al., 2024; Azerbayev
et al., 2023). Performance comparisons of these
models are detailed in Appendix Table 1.

3.2 Fine-Tuning Strategy
We have access to at least one NVIDIA A100
80GB (NVI, 2024) and will employ Direct Prefer-
ence Optimization (DPO) (Rafailov et al., 2024)
for fine-tuning our language models. We plan to
attempt full-parameter fine-tuning for Llama3-8B
and DeepSeekMath-7B, depending on available
compute, but primarily aim to utilize Low-Rank
Adaptation (LoRA) (Hu et al., 2021) for parameter-
efficient tuning. For the larger Llama-70B model,
we may attempt quantized LoRA (Dettmers et al.,
2024). These methods will be implemented using
HuggingFace’s PeFT (Mangrulkar et al., 2022) and
TRL (von Werra et al., 2020),

3.3 Quantization
To reduce the memory requirements and inference
time for our model, we will apply post-training
quantization using the SmoothQuant method (Xiao
et al., 2023). This method enables 8-bit weight
8-bit activation (W8A8) quantization, and they
showed minimal loss of performance with signif-
icant speedups and lower memory footprints for
a variety of LLMs, thus it seems like a suitable
choice for our purposes.

3.4 Retrieval Augmented Generation
To reduce hallucinations and ground the genera-
tions using factual information, we will implement
Retrieval Augmented Generation (RAG). We will
leverage resources for relevant courses from the
EPFL IC Drive, Moodle, and additional textbooks
available online (Open Education Network, Ac-
cessed 2024) to build our knowledge base. Specif-
ically, we will experiment with building both a
traditional vector database and a knowledge graph
index (KGI). The former is a reliable and proven
approach for RAG, whilst the latter, though less
widespread, could be more effective for our do-
main given the highly structured nature of course
materials; a knowledge graph could better capture
relationships between concepts. (Gao et al., 2023).

For implementation, we plan to primarily use
LlamaIndex (Liu, 2022) for building, querying and

storing our vector database and KGI.
We will evaluate the performance using the same

method as for the un-augmented model, as speci-
fied in section 4.

4 Evaluation

We plan to assess our model’s performance using
established multiple-choice reasoning benchmarks
suited for complex EPFL course content. The
datasets include: GSM8K: A collection of 8,500-
grade school math problems; MATH: A set of
12,500 competition-level math problems; MMLU:
Diverse tests across 57 STEM, humanities, and so-
cial sciences topics; BBH: Challenges comprising
23 advanced tasks in multi-step reasoning. Addi-
tionally, we will utilize a hold-out set of the cleaned
preference data obtained from students.

For quantitative evaluations, these benchmarks
are well-suited for language models, including our
planned enhancements with quantization and RAG.
Particularly, the EPFL dataset will serve as the pri-
mary benchmark, employing the pre-trained base
models from section 3.1 as baselines. We will in-
struct the model to output their final choice inside
a \boxed{} to facilitate evaluation.

To evaluate open-ended questions from MNLP
students-annotated preference data that is held out,
we plan to apply BERTScore (Zhang et al., 2019)
to compare the answers produced by our models
with extracted ‘correct’ answers from the dataset.

Qualitatively, we will employ few-shot in-
context prompting to gather multiple-choice an-
swers from the models. Each evaluator will com-
pare outputs from the baseline and enhanced mod-
els against a randomly selected set of questions,
enabling us to gather diverse assessments of model
performance.

5 Ethical Considerations

AI systems capable of solving exam questions
could facilitate cheating if students use them as
shortcuts to bypass studying, abusing educational
integrity and depriving students of learning expe-
riences. Additionally, these models often demand
huge amounts of computational resources, widen-
ing the disparity between well-funded and under-
resourced schools.

To mitigate the risk of AI-facilitated cheating
and resource disparities, institutions can implement
API access controls and provide equitable technol-
ogy access programs.
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Language Model Knowledge
MMLU

Arithmetic
GSM8K

Math
MATH

Reasoning
BBH

Llama3-8B 68.4 79.6 30.0 -
Llama3-70B 82.0 93.0 50.4 80.1

DeepSeekMath-7B - 88.2 51.7 -
Mixtral 8x22B 77.8 87.9 49.8 78.4
Qwen1.5 72B 76.2 81.9 40.6 65.9

Table 1: Comparison of open-source Language Models
across complex reasoning benchmarks

A Automated preference labelling

We also plan to explore an alternative approach
involving the use of a masked-language model to
determine which of the two ChatGPT-generated
solutions is more appropriate. Specifically, we pro-
pose fine-tuning RoBERTa (Liu et al., 2019) using
student-annotated preference data. In this method-
ology, the input to the model will consist of the
question concatenated with two potential answers,
labeled as A and B.
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